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Abstract. A non-iterative means for quantum control design is introduced with the aim of offering practical
designs that can later be fine-tuned with laboratory closed-loop techniques. The procedure recognizes that
Hamiltonians for realistic system control applications are rarely known accurately. The algorithm takes
advantage of this fact by allowing for managed deviations in the equations of motion, thus removing
the standard Lagrange multiplier. Suitable time-dependent cost functional weights are introduced that
eliminate the traditional final time matching condition, thereby producing non-iterative design equations
as an initial value problem. Removal of the final time condition also eliminates the demand that the target
state be reached at any artificially imposed time. Tests on a simple molecular system indicate that the
algorithm leads to well-behaved designs and that the weight functions are adequately estimated by order
of magnitude analysis.

PACS. 02.30.Xx Calculus of variations – 02.30.Yy Control theory – 33.80.Wz Other multiphoton processes

1 Introduction

There is active interest in the control of quantum systems,
especially stimulated by the recent successes of closed-loop
learning control methods in the laboratory [1–4]. These
techniques are capable of selectively breaking chemical
bonds and controlling special atomic and molecular ex-
citations by rapidly performing many experiments, fine-
tuning the laser pulses, and gradually homing in on an
optimal field for the objective. This learning procedure
would benefit from a practical design method for narrow-
ing the space of search possibilities, but optimal control
theory [5–10] and tracking theory [11,12] are not always
feasible because of several computational difficulties. An
application of optimal control theory can require lengthy
iterative integration before converging to an optimal field.
Tracking theory has the advantage of requiring a single
solution of Schrödinger’s equation, but it has the disad-
vantage of attempting to guide the system over a specific
path toward the target, which is a constraint that may be
overly demanding [13]. Furthermore, both design proce-
dures are based on calculations with Hamiltonians which
are not known well for most systems of interest. A theoret-
ical design method that minimizes both computation time
and controller intuition on the subtle control complexities
would be a useful tool. In formulating such a method, it
would also be desirable to take advantage of the lack of
precise knowledge of the Hamiltonian, rather than have
it as a burden. Ideally, we would also like to combine the
optimization features of optimal control with the single so-
lution of the Schrödinger equation offered by tracking. In
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addition, we desire to lift the requirement of terminating
the algorithm at an arbitrarily imposed final time τ . The
algorithm proposed in this paper has these combined fea-
tures to efficiently estimate control design for laboratory
refinement.

Most current quantum optimal control design tech-
niques seek to find the control field, ε(t), that minimizes
a cost functional, generally written as [6]

J =
∫ τ

0

dt α(t)
(
〈O(t)〉 − Õ

)2

+
∫ τ

0

dt β(t)ε2(t)

+
∫ τ

0

dt 〈λ(t)|Ω|ψ〉 + c.c. (1)

where c.c. denotes complex conjugate, Õ is the target
value for 〈O(τ)〉, and Ω = H − i~∂/∂t. The Hamilto-
nian H = Ho − µε(t) has the standard form where Ho

describes the free motion and µ is the system dipole. Here,
α(t) ≥ 0, and β(t) ≥ 0 weight the importance of nearing
the target and minimizing the energy fluence of the field,
respectively. The Lagrange multiplier state function |λ(t)〉
is introduced to guarantee that the solution propagates
precisely according to the Hamiltonian H in Schrödinger’s
equation.

Minimizing equation (1) raises two vexing computa-
tional issues. First, the minimization leads directly to a
final time condition for |λ(τ)〉, which converts the de-
sign calculation into a burdensome boundary value prob-
lem in time. Second, the presence of the Lagrange mul-
tiplier forces the propagation to be exactly governed by
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the Hamiltonian, which is not known well for virtually
all non-trivial applications. Thus, the third term of equa-
tion (1) artificially constrains the minimization with equa-
tions that are known to be inexact. The present paper
seeks to address these design issues by introducing a new
cost functional with the form

J =
∫ tf

0

dt α(t)
(
〈O(t)〉 − Õ

)2

+
∫ tf

0

dt β(t)ε2(t)

+
∫ tf

0

dt 〈Ωψ|Γ (t)|Ωψ〉 (2)

where a new positive semi-definite operator Γ (t) is intro-
duced to weight the deviation from exact satisfaction of
the equations of motion. A suitable choice for Γ (t) will al-
low for finding an optimal field without artificially restrict-
ing the design to exactly follow the motion of an imprecise
reference Hamiltonian. The first and second terms of the
new cost functional remain unchanged from conventional
optimal design, but the inclusion of the Γ (t) term in the
equation to be minimized is unique to this non-iterative
design method. Also, the upper integration limit in equa-
tion (2), tf , is no longer a fixed final time τ , but rather
a floating time which is allowed to grow until satisfactory
control is achieved.

Imperfectly satisfied equations of motion have been
treated previously through consideration of random dis-
turbances or constraints that affect the robustness of the
field [14]. A penalty algorithm [15] like equation (2) has
been considered, but with a sequence of Γ weights in
an iterative homotopy method to achieve the solution to
minimizing equation (1). The present paper will seek to
demonstrate that the cost functional in equation (2) can
yield good design solutions with minimal computational
effort. Section 2 will outline the nature of design with
equation (2). Section 3 will illustrate the design proce-
dure with a simple system. Some brief final comments are
given in Section 4.

2 Features of the design cost functional

For equation (2) to offer any advantage over previous
quantum design control methods, it must simplify the
computational issues raised in Section 1. This approach
will have merit if it removes excess restrictions and depen-
dence on the input. Because closed-loop laboratory learn-
ing techniques are capable of fine-tuning control fields, a
design method that inexpensively produces a reasonable
control field estimate will provide an adequate operational
framework.

The weight function Γ (t) has an important role in the
variational equation arising from equation (2). A carefully
considered choice for Γ (t) will allow a solution that works
successfully within a suitably small window around the
reference input Hamiltonian. This approach eliminates the

previous control design problem of forcing the solution to
satisfy the dynamics of an estimated Hamiltonian.

Another limitation of previous optimal design tech-
niques was the requirement of specifying a final time, τ ,
which directly resulted in the burdensome process of iter-
ative integration of the design equations. Because we are
now free to set Γ (t) at our discretion, we may impose the
condition

lim
t→∞

Γ (t)→ 0. (3)

In practice, the infinite time limit of Γ (t) will never be
taken, as we only require that Γ (t) sufficiently diminish
over a physically acceptable control period tf in equa-
tion (2). Equation (3) will cause the final time condition
to automatically vanish, thus eliminating explicit depen-
dence of the solution on τ . Eliminating the final time
matching criteria on the dynamical state converts the de-
sign process from a boundary value problem in time into
an initial value problem. This conversion is critical since
initial value problems do not require iterative solutions.
Thus, we can gain the same non-iterated advantage of
tracking control, but without the burden of actually im-
posing a specific path to the target.

The utility of equation (3) is more readily seen when
the behavior of α(t) and Γ (t) are considered together.
Generally, the control objective is to achieve the target
in finite time, without concern for the path taken. With
that logic, it is reasonable to conclude that α(t) should
be constructed as a smoothly increasing function to en-
hance the likelihood of achieving the target as the design
progresses. On the other hand, Γ (t) will be specified as
a smoothly decreasing function of time to satisfy equa-
tion (3). The only other criterion on α(t), β(t), and Γ (t)
calls for their magnitudes to roughly balance the terms in
equation (2). These magnitudes may be simply estimated
from the expected system dynamics. Beyond these loose
physically imposed specifications on α(t), β(t), and Γ (t),
there should be wide latitude in their choices. This expec-
tation is verified in the illustration of Section 3.

These weight function considerations will result in the
minimization of equation (2) producing associated dynam-
ics that closely adhere to the equations of motion at short
times, but become increasingly driven toward the target
as the time tf progresses. By construction, there will be
a time tc < tf around which there is a smooth transition
from closely satisfying the equations of motion with the
estimated reference HamiltonianH to more attentively fo-
cusing on achieving the target. By these means, it is hoped
that the control field design will achieve an acceptable sig-
nal in the target for an array of reasonable Hamiltonians in
a neighborhood of the reference Hamiltonian. Specifically,
if the true Hamiltonian lies within this neighborhood, then
final laboratory refinement of the field should be readily
attained. In the following section, we will apply these con-
cepts to a system [5] that has been a useful testing ground
for control design.
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3 Illustration

The system chosen to illustrate these design concepts is
a linear chain of coupled harmonic oscillators because it
provides a simple example that is qualitatively easy to
analyze. The example is also non-trivial for control as the
objective will be a bond stretch at one end of the molecule
with minimal disturbances to the other bonds, but energy
will only enter through a single bond at the opposite end of
the molecule. The chain has N bonds, and the equations
of motion for the average positions, 〈q〉, and momenta,
〈p〉, are [5]

ż(t) = Mz(t) + ε(t)b, (4)

where

z(t) =

(
〈q(t)〉
〈p(t)〉

)
(5)

M =

(
O G

−F O

)
. (6)

Here, F is the diagonal force constant matrix where
Fij = δijki, and G is the reduced mass matrix where
Gij = δij (µi+1 + µi) − δi,(j+1)µi − δi,(j−1)µi+1. The vec-

tor b =

(
0
µ

)
contains the vector of constant transition

dipoles, µ. The initial condition is chosen as the molecule
at rest, z(0) = 0. The cost functional in equation (2) now
has the explicit form

J =
∫ tf

0

dt (z(t) − z̃)TA(t)(z(t) − z̃)

+
∫ tf

0

dt β(t)ε2(t)

+
∫ tf

0

dt [Mz(t) + ε(t)b− ż(t)]T

× Γ (t) [Mz(t) + ε(t)b− ż(t)] (7)

where A and Γ are symmetric positive semi-definite ma-
trices of the form

A(t) = α(t)

(
I O

O c1I

)
(8)

Γ (t) = γ(t)

(
I O

O c2I

)
. (9)

Here, I is the N×N identity matrix, and the constants
c1 and c2 are included to balance the relative magnitudes
of 〈q(t)〉 and 〈p(t)〉 in the target and the equations of
motion. The forms in equations (8, 9) are only guides,
and the structures may be altered. Most critical is that
reasonable physical intuition be satisfactory here, and the
numerical results below support this key point.

To minimize equation (7) and find the optimal field,
we separately set to zero the first order variations with
respect to ε and z. This leads to the control field

ε(t) =
−bTΓ (t)(Mz(t) − ż(t))

β(t) + bTΓ (t)b
(10)

and the equations of motion

A(t)(z− z̃) +
(

M +
d
dt

)
[Γ (t) (Mz + εb− ż)] = 0. (11)

Here we explicitly utilized equation (3), assuming that the
equation will be propagated for a sufficiently long time tf
to validate using the asymptotic final condition. Equa-
tions (10, 11) are the operational design equations for
this application. Equation (11) differs from equation (4)
in having explicit dependence on the target through the
term A(t)(z − z̃), and thus, equation (11) tends to evolve
toward z̃.

Substituting equation (10) into equation (11) results
in the second order linear differential equations

z̈ =
(

M− R−1MTR− R−1 dR

dt

)
ż

+
(

R−1A + R−1MTRM + R−1 dR

dt
M

)
z

− R−1Az̃ (12)

where

R(t) = Γ (t)−
(
Γ (t)bbTΓ (t)
β + bTΓ (t)b

)
. (13)

One may prove that R is positive definite, such that R−1

exists in equation (12).
Many computer codes can easily integrate equa-

tion (12) as two coupled first order equations. Since there
is no longer a final condition on z(τ), we are free to
choose a physically consistent initial condition. To do so,
we assume the reasonable condition that ε(0) = 0, which
implies that ż(0) = Mz(0) to be consistent with equa-
tion (10). Thus, the design effort reduces to a forward
propagation of equation (12) resulting in z and ż which
define the field in equation (10). There is no upper limit on
the time integration, and it can proceed until the desired
dynamical evolution is achieved.

As an illustration of the above concepts for this ex-
ample, a chain of N = 5 bonds was considered. Each
of the force constants was 1.15 a.u. and each mass was
2× 104 a.u. The molecule had a single non-zero dipole at
bond five, µ5 = 0.295 a.u., and the goal was to effect a
significant stretch at the opposite end, 〈q1〉. Thus, z̃ had
a single non-zero term at z̃1 = 0.1 a.u., which, because of
the linear nature of this problem in equation (4), merely
acts as a scale factor for the field, and consequently 〈q〉
and 〈p〉. In the A(t) matrix, c1 was set to zero, putting no
cost on the momenta. The constant c2 in the Γ (t) matrix
was 1 × 10−4, based on an order of magnitude estimate
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of the likely dynamics of the positions and momenta. The
weight function β(t) was set to the constant 0.01, and be-
cause of their smooth character, hyperbolic tangents were
chosen to model the weight functions α(t) and γ(t). The
excitation is allowed to occur on whatever time-scale is ap-
propriate for the system. Merely a rough estimate will suf-
fice to appropriately specify the trade-off time tc, taken as
4 000 a.u., between α(t) rising and γ(t) falling. The mean
values of α(t) and γ(t) are 0.0025 and 10 000 respectively.
It is not useful to compare the magnitude of the weight
functions alone, but only the overall terms in equation (2)
as they roughly balance each other.

A central feature of this non-iterative design proce-
dure is the ability to advantageously work with inexact
Hamiltonians. To assess this capability, the control field
was tested on 100 random Hamiltonians taken from a
neighborhood around the reference Hamiltonian used in
the design process. This ensemble of Hamiltonians was
generated by varying the force constants in the reference
Hamiltonian within the window 0.15 a.u. (i.e., ±8% vari-
ation around the nominal value).

At any time tf each bond has a distribution of the max-
imum stretch achieved over the interval 0 ≤ t ≤ tf due to
the ensemble of Hamiltonians. Because the displacement
waves will travel along the chain from the dipole bond to
the target bond, it is useful to plot maximum displace-
ment over the interval in this manner to remove the de-
pendence of the statistics on the arbitrary times tf that
are chosen for analysis. If there is a time tf at which the
distribution for the target bond is near the desired tar-
get value and significantly higher than the distribution
for the other bonds, then we conclude that sufficient con-
trol was achieved because at tf , the target bond will have
a stretch that was not equaled by any other bond over
the time interval t ∈ [0, tf ]. In that case, the control field
provides adequate control for any Hamiltonian near the
reference making the design viable for laboratory refine-
ment. In practical applications, one would want to avoid
such statistical testing. Here we perform it to assess the
methodology.

The results of applying the non-iterative design tech-
niques successfully produced selective excitation of the
target bond over the ensemble of Hamiltonians. A typical
result is shown in Figure 1. The target bond distribution
is plotted along with the dipole bond distribution. As the
dipole bond is the site of energy input, it typically has
the largest displacement of the non-target bonds. Selec-
tive excitation begins to appear at tf ' 8 000 a.u. when
the mean target bond displacement is significantly larger
than the mean dipole bond displacement. The statistics
of the maximum dipole bond displacement reaches a local
extension at tf ' 7 500 a.u., evidenced by the maximum
displacement remaining constant in Figure 1 (i.e., that
actual dipole bond displacement decreased on the interval
7 500 a.u. . t . 8 500 a.u., thereby making the statis-
tics of the maximum displacement nearly constant on the
same interval for tf). In contrast, the target bond begins
to expand until it reaches a maximum at ∼ 8 000 a.u.,
when excitation has peaked. The magnitude of the exci-
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Fig. 1. Typical results for control of a coupled harmonic chain.
At time intervals of 250 a.u. for tf , the vertical dotted lines
span the distribution of the maximum stretch achieved by the
dipole bond over the interval t ∈ [0, tf ], calculated by an en-
semble of Hamiltonians and driven by the design field. The
solid line represents the same data for the target bond. The
open and closed circles mark the arithmetic means of the two
distributions. Significant excitation is seen at 8 000 a.u. when
the target bond achieves a displacement that is larger than the
dipole bond has achieved to that point.

tation of the target bond is actually beyond the objective
value of 0.1 a.u., and the degree of excitation over that
of the non-target bonds is significant despite our hav-
ing made no attempt to either minimize the momenta,
or strictly demand reduced non-target displacements. A
characteristic feature of these plots is that after γ(t) has
decreased to the point where control over the system has
been achieved, the dynamics escape the command of the
algorithm. In this case, this time occurs near 9 000 a.u.,
but this causes no problem in practice, as the field can
be smoothly turned off prior to that. The design field it-
self has a broad band spectral structure (not shown here)
with peaks corresponding to the second and third high-
est normal mode frequencies. The control field is plot-
ted as a function of time in Figure 2. The structure after
∼ 8 000 a.u. may be smoothly damped without affecting
the quality of the control results in Figure 1. The form of
the field in Figure 2 is similar to those found by optimal
control in the same class of models.

By running a large ensemble of functions α, β, and
γ, we verified consistent physical behavior. Importantly,
systematic changes in the weight functions led to intu-
itive responses in the system dynamics. As expected, the
magnitude of α directly affects the ability to realize the
objective, with a larger α being more effective at selec-
tive bond excitation. Relatively larger β functions tends
to decrease the magnitude of the control field, and the
function γ controls how closely the ensemble of Hamiltoni-
ans matched the design dynamics. These patterns emerged
readily from an ensemble of tested weight functions. Fur-
thermore, physically estimated orders of magnitude for
these functions were found to be quite adequate. A broad
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Fig. 2. The control field for Figure 1 as a function of time. In
practice, the field can be smoothly turned off after the design
objective has been suitably met at ∼ 8 000 a.u.

range of successful possibilities for α, β, and γ is evidenced
by the robustness of the control results over a large sam-
pling of the weight function space. This behavior is very
encouraging for the efficacy of the design procedure. Once
the three terms are in reasonable balance, a design can be
executed, and it should then be possible to fine-tune the
solution in the laboratory for better results.

4 Conclusion

The algorithm introduced in this paper may provide a
powerful alternative to the classic Lagrange multiplier
formulation. The success with the simple test system indi-
cates that minimizing equation (2) leads to a well-behaved
design procedure. The algorithm aims to provide good
control designs while making significant reductions in the
necessary computational effort, so it should be possible
to consider systems that would have otherwise been too
complex to solve with iterated optimization. The key to
the success is through reducing the excess restrictions

imposed by the Lagrange multiplier and the demand that
the target be hit at a particular time. Further exploration
needs to be done with more complex systems using the
Schrödinger equation to verify that targets can still be
reached with straightforward manipulation of the weight-
ing functions. In the case of a system that propagates ac-
cording to the Schrödinger equation, the design equations
of motion will contain the operator ΩΓΩ acting on |ψ〉,
but the system can again be rewritten as coupled first or-
der equations. Careful testing of the algorithm under a
variety of conditions is necessary to define its full utility.
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